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1 Introduction

Convergence speed is very 

slowlyinput

Hidden layer

output

…
…

Difficult to converge to global 

minimum point

Poor scalability and  difficult 

in proliferating knowledge 
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Efficiency

Simplicity of structure

Ease of evaluation

Fault tolerance

Better extendibility

Robustness

Disadvantage

Difficult in module division

Reduce the MNN’s learning 

accuracy
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1 Introduction

The brain networks  

demonstrate the property of 

hierarchical modularity, 

within each module there will 

be a set of sub-modules, and 

within each sub-module a set 

of sub-sub-modules
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2 BMNN Structure
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2 BMNN Structure

Design the structure of BMNN 

How to divide the sub-modules and 

sub-sub-modules

How to select different sub-sub-modules 

from the different sub-modules to learning 

the input samples

How to integrate the learning results of the 

sub-sub-modules
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3 Construction of The BMNN Structure

1 Divide the sub-modules

Given sample set S={(Xk), k=1, …,N}

K-means of  S

Clustering center is {C1,C2,..,CF}

Establishing the target set S into F

fuzzy sets

According to the result of the fuzzy sets,

the whole module can be divided into F

sub-modules
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2 Divide the sub-sub-modules

For each target fuzzy set, fuzzy

clustering the input sample X
(2)

(3)

The method can divide the

whole input sample set into HT

sample subsets

(4)

The results of the condition

fuzzy clustering can establish

sub-sub-modules for each

sample subset, then there will be

HT sub-sub-modules in BMNN
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The sub-module selection is to determine which sub-module will be selected

to process the subtask. According to the classification method described

above, there exist some affiliation between the training set and sub-modules,

therefore, the sub-module selection is to determine the likelihood of a given

input sample belongs to the sub-module or sub-sub-module.

3 Select sub-module and sub-sub-module

if the distance of Xk is close to the center of sample set Vij, then the

likelihood of the Xk belongs to NETij is large. The relative distance is

adopted to measure the likelihood of Xk belongs to NETij.
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Minimizing the performance index function Ji with Lagrange multiplier

method can solve wij
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where i=1,…,F, j=1,…, Hi. Obviously, if dij is larger then wij is smaller,

while the likelihood of Xk belongs to NETij would be smaller. If dij is

smaller then wij is larger, while the likelihood of Xk belongs to NETij would

be larger. Thus, a sub-sub-module will be selected from each sub-module to

processing Xk, and the output of each sub-module is the output of the NETis.
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However, this is only a primary selection, not all NETis (i=1,…,F) are suitable

for take part in the learning process. Therefore, the sub-sub-modules which are

selected but not suitable for processing Xk must be filtered. The method of

filtering sub-sub-modules are the same way as the previous sub-module

selection method. Establish the performance index function for the selected

sub-sub-modules:
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dai is average distance between the NETi training samples, di is the relative

distance measure that Xk to NETi, Ni is the training sample number of NETi,

Ci is the cluster center of the training samples that belongs to NETi.
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Minimizing the performance index function J, use Lagrange multiplier

method can figure out wi as
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Because each sub-module has only one sub-sub-module, NETis, to learn the

training sample Xk, therefore, the wi is actually the membership degree of Xk

for NETis. Taking into account the overlapping among the training samples, a

threshold K can be set, the sub-sub-module which satisfies the condition

wi≥K will be selected to learning Xk. According to the above described

selection method, for a given input sample Xk, there will be varying amounts

of sub-sub-modules involved in learning with different distributions

positions of the Xk and different value of K.
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4 Integration the output of sub-modules

Suppose the input sample is Xk, let w={w1,…, wF}, if wi<k then let

wi=0(i=1,…,F), and normalize the w, then the output of the BMNN is





C

i

ii ywY
1

(9)

where yi is the output of NETi, wi is the weight value of NETi, which is the

ith component of the normalized w. The unselected sub-module’s weights

wi=0, so it make no contribution to the output of the BMNN, and the total

output of the BMNN is the weighted sum of the selected sub-modules.
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5 Self-adaptively construction the structure of sub-modules

In BMNN, each sub-modules is a RBF network, how to construct an

appropriate structure of RBF network according to the learning task is a

difficult problem, Wilamowski improved the Levenberg-Marquardt(LM)

learning algorithm, and Yu proposed an ErrCor algorithm which is an

incremental design of RBF networks. The basic idea of the ErrCor

algorithm is to use RBF units with kernel function (1) to create a

peak/valley shape to compensate for the largest error in the error surface at

the beginning of each iteration, and it is able to design the most compact

RBF structure.
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5 Self-adaptively construction the structure of sub-modules
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4 Experiments

1 Classification of two spiral problem
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The total number of training sample is 388

Training sample:

Test sample:

X=-6.6:0.1:6.5 and y=-6.5:0.1:6.5.

The total number of test sample is 19881
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After the learning process, the hidden unites of each sub-module are 14,

14, 16, 12, 16, 13, respectively. For the same problem, the RBF-MLP

networks required at least 74 RBF units to solve the two-spiral problem.



4 Experiments 

2 The real life data regression
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This section compares BMNN with well-known algorithms on traditional

benchmarks form various repositories. These are real life problems with

many dimensions and with number of patterns from hundreds to thousands.

Table 1 shows the specifications of the benchmark data sets. In our

experiments, all of the inputs have been normalized into the range [-1,1]

while the outputs have been normalized into [0,1].

Real life problem Train patterns Test 
patterns

Input dimensions

Abalone 2000 2177 8
Delta ailerons 3000 4129 5

Delta elevators 4000 5517 6

Computer activity 4000 4192 8

Census 10000 12784 8

Bank domains 4500 3692 8

California housing 8000 1246 8

Table 1. Specification of real life data sets



4 Experiments

The comparison of root mean square error (RMSE) on several algorithms is

shown in table 2. It can be noticed from table 2 that the test RMSE of

proposed BMNN on all of the data set are smaller than the other algorithms.

A comparison of training times for different algorithms on all of the data

sets can be observed in Table 3.

Table 2. Test RMSE comparison of several algorithms

Xi’an University of Science and Technology

Real life problem RAN ErrCor BMNN

Abalone 0.0978 0.0765 0.0501
Delta ailerons 0.0552 0.0431 0.0280
Delta elevators 0.0733 0.0573 0.0375

Computer activity 0.0649 0.0507 0.0328
Census 0.0905 0.0707 0.0461

Bank domains 0.0579 0.0452 0.0294
California housing 0.1434 0.1012 0.0655

Real life problem RAN(s) ErrCor(s) BMNN(s)

Abalone 105.17 4.808 2.070
Delta ailerons 114.12 5.219 3.760
Delta elevators 131.46 5.997 3.902

Computer activity 120.94 5.519 3.153
Census 241.89 11.06 7.480

Bank domains 147.55 6.750 4.330
California housing 212.44 9.710 7.422

Table 3. Training time comparison of several algorithms
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